ROBUST TESTS BASED ON MINIMUM DENSITY
POWER DIVERGENCE ESTIMATORS
AND SADDLEPOINT APPROXIMATIONS

AIDA TOMA

The nonrobustness of classical tests for parametric models is a well known problem
and various robust alternatives have been proposed in literature. Usually, the
robust tests are based on first order asymptotic theory and their accuracy in small
samples is often an open question. In this paper we propose tests which have both
robustness properties, as well as good accuracy in small samples. These tests are
based on robust minimum density power divergence estimators and saddlepoint
approximations.
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1. INTRODUCTION

In various statistical applications, approximations of the probability that
a random variable 0,, exceed a given threshold value are important, because
in most cases the exact distribution function of 6,, could be difficult or even
impossible to be determined. Particularly, such approximations are useful for
computing p-values for hypothesis testing. The normal approximation is one
of the widely used, but often it doesn’t ensures a good accuracy to the testing
procedure for moderate to small samples. An alternative is to use saddlepoint
approximations which provide a very good approximation with a small relative
error to the tail, as well as in the center of the distribution. Saddlepoint ap-
proximations have been widely studied and applied due to their excellent per-
formances. For details on theory and applications of saddlepoint approxima-
tions we refer for example to the books Field and Ronchetti [5] and Jensen [10],
as well as to the papers Field [3], Field and Hampel [4], Gatto and Ronchetti
[8], Gatto and Jammalamadaka [7], Almudevar et al. [1], Field et al. [6].

Beside the accuracy in moderate to small samples, the robustness is an
important requirement in hypotheses testing. In this paper, we combine robust
minimum density power divergence estimators and saddlepoint approxima-
tions as presented in Robinson et al. [12] and obtain robust test statistics for
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hypotheses testing which are asymptotically x2-distributed with a relative er-
ror of order @(n~!). The minimum density power divergence estimators were
introduced by Basu et al. [2] for robust and efficient estimation in general
parametric models. Particularly, they are M-estimators and the associated -
functions can satisfy conditions such that the tests based on these estimators
to be robust and accurate in small samples.

The paper is organized as follows. In Section 2 we present the class of
minimum density power divergence estimators. In Section 3, using the mini-
mum density power divergence estimators, we define saddlepoint test statistics
and give approximations for the p-values of the corresponding tests. In Sec-
tion 4, we prove robustness properties of the tests, by means of the influence
function and the asymptotic breakdown point. In Section 5, we consider the
normal location model and the exponential scale model to exemplify the pro-
posed robust testing method. We show that conditions for robust testing and
good accuracy are simultaneously satisfied. We also prove results regarding
the asymptotic breakdown point of the test statistics.

2. MINIMUM DENSITY POWER DIVERGENCE ESTIMATORS

The class of minimum density power divergence estimators was intro-
duced in Basu et al. [2] for robust and efficient estimation in general parame-
tric models.

The family of density power divergences is defined by

into.0) = [ {170 - (1+ 1) s + Lo e aso

for g and f density functions. When o — 0 this family reduces to the Kullback-
Leibler divergence (see Basu et al. [2]) and a = 1 leads to the square of the
standard Lo distance between g and f.

Let Fy be a distribution with density fy relative to the Lebesgue measure,
where the parameter  is known to belong to a subset © of R%. Given a random
sample X1,..., X, from Fy, and o > 0, a minimum density power divergence
estimator of the unknown true value of the parameter 6y is defined by

~ , N 1\ 1< .,
(1) On(a) := arg min {/faH (2)dz — (1 + a> n;fg (Xl)} .

Formula (1) determines a class of M-estimators indexed by the parameter
« that specifies the divergence. The choice of a represents an important aspect,
because a controls the trade-off between robustness and asymptotic efficiency
of the estimation procedure. It is known that estimators with small o have
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strong robustness properties with little loss in asymptotic efficiency relative
to maximum likelihood under the model conditions.

We recall that a map T which sends an arbitrary distribution function
into the parameter space is a statistical functional Correspondlng to an esti-
mator 8, of the parameter 6y whenever T'(F,) = Gn, F,, being the empirical
distribution function associated to the sample on Fp,. The influence function
of the functional T" in Fj measures the effect on T' of adding a small mass at
x and is defined as

T(Fea) — T(Fp,)

IF(QC;T,FGO) :il_r)% c )

where ﬁm =(1—¢)Fy,+ed, and J, represents the Dirac distribution. When the
influence function is bounded, the corresponding estimator is called robust.
More details on this robustness measure are given for example in Hampel
et al. [9].

For any given «, the minimum density power divergence functional at
the distribution G with density ¢ is defined by

Ta(G) = argminda(g, fo)-

From M-estimation theory, the influence function of the density power diver-
gence functional is

(2) IF (2; Ta, Foo) = J = { foo () fi ' () — €},

where fp denotes the derivative with respect to 6 of fy, £ := i fgo feo( z)dz
and J := ffgo ) fo, (2)t Ton (2)dz. When J is finite, IF(2; Ty, Fp, ) is bounded,
and hence 9n( ) is robust, whenever fg,(z) fé’(‘)_l(x) is bounded.

3. SADDLEPOINT TEST STATISTICS BASED ON
MINIMUM DENSITY POWER DIVERGENCE ESTIMATORS

In order to test the hypothesis Hy: 6 = 6y in R? with respect to the
alternatives Hi: 6 # 6y, we define test statistics based on minimum density
power divergence estimators.

Let «a be fixed. Notice that, a minimum density power divergence estima-
tor of the parameter 0y defined by (1) is an M-estimator obtained as solution

of the equation
> 0 (X, On () =
i=1

where

bal2,0) = 571 (@) folz) / £(2) o 2)dz
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Assume that the cumulant generating function of the vector of scores 1, (X, 6)
defined by

Ky, (A 0) i=log E, {50}

exists.
The test statistic which we consider is hq (6, (c)), where

ha(8) := sgp{—K% (A, 0)}.

The p-value of the test based on ha(an () is
(3) P = Prtg (ha(0n(0)) = ha(0n(2))),

where 6, () is the observed value of gn(a). This p-value can be approximated
as in Robinson et al. [12], as soon as the density of 6,,(«) exists and admits
the saddlepoint approximation

(@) S5, (t) = @n/n) =2 Fua el B (1)] [Za(t)] 7/2(1 + O ),

where A\, (t) is the saddlepoint satisfying

QK%()\,t) =0,

K/ (\t):=

| - | denotes the determinant,
Ba (t) = e_Kwa (A (t)’t)EFeo {(gtwa (X7 t)eAtwo‘(X’t)}

and
Yo(t) :=e —Kyo(a(t)t) EF@ {¢a(X tha(X, t) Atwa(Xt)}

Conditions ensuring the saddlepoint approximation (4) are given in Al-
mudevar et al. [1] for density of a general M-estimator and apply here as well.
Under these conditions, using the general result from Robinson et al. [12], the
p-value (3) corresponding to the test that we propose is given by

() p=Qulndl) +n~leyate 2 [Ga%}ﬂwd(na@com*),
nd/2

where ﬂa = 2ha(0n(a)), Cpn = m, Qd — @d is the distribution
function of a x? variate with d degrees of freedom,
Ga(u) = 0a(u, s)ds = 1 + u?k(u)
Sa

for

L(d/2)| Ba ()| Za ()11 (y) J2(y)

504(”) 5) = 27rd/2ud—1 s
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where for any y € R? (r,s) are the polar coordinates corresponding to v,

r = \/ﬁ is the radial component and s € Sy, the d-dimensional sphere of

unit radius, u = \/2ha(y), J1(y) = v, Jo(y) = ru/ (B, (y)ty) and k(Ug) is

bounded and the order terms are uniform for u, < e, for some ¢ > 0.
Moreover, p admits the following simpler approximation

(6) p = Qu(niig) (1 + O((1 + niig)/n)).

The accuracy of the test in small samples as it is assured by the appro-
ximations given by (5) and (6) can be accompanied by robustness properties.
This will be discussed in the next sections.

4. ROBUSTNESS RESULTS

The use of a robust minimum density power divergence estimator leads

o~

to a test statistic hq (0, (cr)) which is robust, too. This can be proved by com-

puting the influence function, respectively the breakdown point for h (0, ()).

The statistical functional corresponding to the test statistic hq (0, ()
is defined by Uy (G) := ho(Tw(G)), where T, is the minimum density power
divergence functional associated to an(oz). The following proposition show that
the influence function of the test statistic is bounded whenever the influence

function of the minimum density power divergence estimator is bounded.

~

PROPOSITION 1. The influence function of the test statistic hqo(0n () is
(7) IF (2; Ua, Foy) = ho(60)' T~ { foo () fi1 () — €3,
where J and & are those from (2) and

EFQO {eAa(eo)twa(x,eo) %qﬁa(X’ 00)Aa (o)}
EFGO {era(00)"a(X,00)} '

hi(60) = —

Proof. The minimum density power divergence functional T, is Fisher
consistent, meaning that Ty, (Fp,) = 0y (see Basu et al. [2], p. 551). Using this,
derivation yields

0
Oe
Derivation with respect to 0 gives

0 0
hy(6o) = —ﬁK%(Aa(@o)a@o))\;(‘%) - %K%(Aa(%)ﬂo)
9 EFQO {eAa(Oo)twa(X,Go)%¢a(X’ 00)Aa(60)}

= —%Kiﬁa (Aa(90)7 90) = — EFGO {eka(eo)twa(xﬁo)}

(8) IF(x;Uy, Foy) = = [Ual(1 — ) Fpy + 64)]e=0 = hL,(00)" IF (25 Tw, Fp, ).
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using the definition of Ay (6p). Then (7) holds, by replacing h,(6y) and (2)
in (8). O

The breakdown point also measures the resistance of an estimator or of
a test statistic to small changes in the underlying distribution.

Maronna et al. [11] (p. 58) define the asymptotic contamination break-
down point of an estimator §n at Fy,, denoting it by 6*(571, Fy,), as the largest
e* € (0,1) such that for ¢ < &*, T((1 — €)Fy, + €G) as function of G re-
mains bounded and also bounded away from the boundary 00 of ©. Here
T((1 — €)Fp, + €G) represents the asymptotic value of the estimator by the
means of the convergence in probability, when the observations come from
(1 —€)Fy, + eG. This definition can be considered for a test statistic, too.

The aforesaid robustness measure is appropriate to be applied for both
minimum density power divergence estimators 0, (), as well as for correspon-
ding test statistics ha(gn(a)). This is due to the consistency of é\n(a) and
to the continuity to hg, allowing to use T, (G) and ho (T, (G)) as asymptotic
values by means of the convergence in probability. The consistency of gn(a)
for T, (G) when the observations Xi,..., X, are i.i.d. with distribution G is
given in Basu et al. [2].

Remark 1. The asymptotic contamination breakdown point of the test

o~

statistic hq(0n(cv)) at Fy, satisfies the inequality

(9) “(ha(0n()), Fgy) > e (0n(), Fy, ).

[

Indeed, when € < 5*(§n(a), Fy,), there exists a bounded and closed set K C ©,
KNo© =0 and T,((1 — €)Fy, + ¢G) € K, for all G. By the continuity of h,
as function of 6, h,(K) is bounded and closed in [0, 00) and

Ua((1 = €)Fpy + £G) = ha(Ta((1 — €)Fp, + £G)) € ha(K),

for all G. This prove the inequality (9).
Remark 1 shows that the test statistic cope with at least as many outliers
as the minimum density power divergence estimator.

5. ROBUST SADDLEPOINT TEST STATISTICS
FOR SOME PARTICULAR MODELS

In this section we consider two particular parametric models, namely the
normal location model and the exponential scale model, in order to provide
examples regarding the robust testing method presented in previous sections.
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For both models, the conditions assuring the approximation (5) of the
test p-value, as well as conditions for robust testing are simultaneously satis-
fied. This confirms the qualities of the proposed testing method from good
accuracy in small samples and robustness point of views.

Consider the univariate normal model A'(m, 0?) with o known, m being
the parameter of interest. For « fixed, the y-function associated to the mini-
mum density power divergence estimator §n(a) of the parameter 6y = m is

r—m

g [e—%(”;”ﬂa,

Yoz, m) =

For any a > 0, the conditions from Almudevar et al. [1] assuring the appro-
ximation (4) for the density of 0, () are verified, therefore the p-value of the
test based ha(an(a)) can be approximated in accordance with (5). On the
other hand, for any a > 0, the test statistic is robust on the basis of the
Proposition 1 and to the fact that the influence function of gn(a) is bounded.
Moreover, for any o > 0, the minimum density power divergence estimator
has the asymptotic breakdown point 0.5, because it is in fact a redescending
M-estimator (see Maronna et al. [11], p. 59, for discussions regarding the
asymptotic breakdown point of redescending M-estimators). Then Remark 1
ensures that 5*(ha(§n(a)),F90) > 0.5.

Let us consider now the exponential scale model with density fy(z) =
%e‘x/ 9 for & > 0. The exponential distribution is widely used to model random
inter-arrival times and failure times, and it also arises in the context of time
series spectral analysis. The parameter 6 is the expected value of the random
variable X and the sample mean is the maximum likelihood for 6. It is known
that the sample mean and classical test statistics lack robustness and can be
influenced by outliers. Therefore, robust alternatives need to be used.

For a fixed, the ¢-function of a minimum density power divergence esti-
mator 0, (a) of the parameter 6 is

x

x—0 / _z\@ o
ol 0) = oy (78) 4 e 720

For any a > 0, the conditions from Almudevar et al. [1] assuring the approxi-
mation (4) for the density of 6,,(«) are verified, therefore the p-value of the test

~

based hq (6, (a)) can be approximated in accordance with (5). Moreover, for
any « > 0, the test statistic is robust on the basis of the Proposition 1 and to
the fact that the influence function of 6, («) is bounded. We also establish an

~

inferior bound of the asymptotic contamination breakdown point of hq (6, («)),
using Remark 1 and the following proposition:
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PROPOSITION 2. The asymptotic contamination breakdown point ofé\n(a)
at Fy, satisfies the inequality

(e—(1+§))a 1 ﬁ

(e—(1+§)>°‘ Ta

ﬁ < & (Onla), Fy,) <

Proof. Put F.q = (1 —¢)Fy, + G, € > 0 for a given G. Then

(10) (1 - E)EF901/JQ(X, Ta(ﬁEG)) + 5EG¢0¢(X’ Ta(ﬁEG)) =0.
We first prove that

—(+H)* L _e®
(1) " (Bu(e). Fay) < <e<e(1+>;>)+a o

Let ¢ < €*(0p(), Fy,). Then, for some C; > 0 and Cy > 0 we have C; <

|To(Feq)| < Co, for all G. Take G = 6y, with zg > 0. Then (10) becomes

(12) (1- S)EFsowa(X> To(Feay)) + €va(wo, Ta(Feay)) = 0.
Taking into account that
~ 1

Y = e (1+3) i o
Vol TolFoan)) < oo () e

for all  (the right hand term is the maximum value of the function z —

Yo (x, To(Fezy))), from (12) we deduce

0<(1—¢) B (c+3)" a] .

Q

(a+1)2

T (0%
Ty (e-mizo)) I
To(Fexo) (a+1)

Letting x¢g — 0, since T, (F.z,) is bounded we have

()
B (e_(Hé))a—{—a

and consequently (11) is satisfied.

+e

3

We now prove the inequality ﬁ < 6*(§n(a),Fgo). Let € > &* (an(a ,

Fy,). Then, there exists a sequence of distributions (G,,) such that T, (F.q, ) —
oo or Ty, (F.q,) — 0.
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Suppose that T, (F.q,) — 0. Since

~ 1 «
¢a($aTa(F€Gn)) > (Ta(ﬁan»a—’—l [(a+ 1)2 o 1:|

for all z, (10) implies

(B)OZ(l@EﬂoﬁﬂﬂéGﬂfﬂdeJL@&%»}+eLai&ﬁ1}

Using the bounded convergence theorem, we have

. ~ o ~ «
Jim By, {(Ta(Fa, )™ (X Tl g ) | =
Then (13) yields
e «
0>(1-— -1
= Eha+32+gha+n2 }
which implies that
«
14 > .
(14) = (a+1)?
Suppose now that Tn(F.g,) — oco. Since
~ 1 1 « o
Valw, Ta(Feg,)) < ———= o)) 4 = ,
T a(Ta(Feg,) ()

(a+ 1)2<Ta<FaGn))a+l

relation (10) implies

0< (1 - 9)Br,, {(Ta(Fg,)) " a(X, Ta(Fg,)) | +

1 1\ @ a
= (o= (1+3) -
te [a (e ) + (o + 1)2} '

Using again the bounded convergence theorem, we obtain

« 1 1 «
< (1-— — - - IO O ) Y- S S
0<(1 E)[ 1+(a+1)2}+8[a(e ) +(a+1)2}
which yields
1 - @rip

(15) € >

[0}

1 (e*“*i))a 1

Since the bound in (14) is smaller than the bound in (15), we deduce that

~

Remark 2. The asymptotic breakdown point of the test statistic satis-

fies e*(ha(On (), Fy,)) > ﬁ This is obtained by applying Remark 1 and



392

Aida Toma 10

Proposition 2. Particularly, when using the density power divergence corre-
sponding to a = 1, €*(hqa(0n (), Fy,)) > 0.25.
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