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A first version of the general ∆-ergodic theory was given in [6]. It has applications
to the determination of basis of a strongly ∆-ergodic Markov chain (see [6] and
references therein), the perturbed Markov chains (see [7]), the design and analysis
of simulated annealing type algorithms (see [8]; for the simulated annealing see
also [4], [5], and [9]), the asymptotic behaviour of reliability (see [8]; see also [3])
etc. In this paper we set forth an extension of the general ∆-ergodic theory of
finite Markov chains.
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1. ∆-ERGODIC THEORY

A first version of the general ∆-ergodic theory was given in [6] (see also
[2] on the beginnings of ergodic theory and for some basic results of it). For
some applications of it see [6], [7], and [8] (see also [3], [4], [5], and [9]). In this
paper we set forth an extension of the general ∆-ergodic theory of finite Markov
chains. This more general theory is also called general ∆-ergodic theory. It
contains: 1) ∆-ergodic theory; 2) limit ∆-ergodic theory; 3) relations between
1) and 2). In this section we deal with ∆-ergodic theory.

Consider a finite Markov chain (Xn)n≥0 with state space S = {1, 2, . . . , r},
initial distribution p0, and transition matrices (Pn)n≥1 . We frequently shall
refer to it as the (finite) Markov chain (Pn)n≥1 . For all integers m ≥ 0, n > m,

define Pm,n = Pm+1Pm+2 . . . Pn = ((Pm,n)ij)i,j∈S . (The entries of a matrix Z

will be denoted Zij .)
Set

Par(E) = {∆ | ∆ is a partition of E} ,

where E is a nonempty set. We shall agree that the partitions do not contain
the empty set, except for some cases (if needed) where this will be specified.

Definition 1.1. Let ∆1,∆2 ∈ Par (E) . We say that ∆1 is finer than ∆2

if ∀V ∈ ∆1, ∃W ∈ ∆2 such that V ⊆ W.
Write ∆1 � ∆2 when ∆1 is finer than ∆2.
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In ∆-ergodic theory the natural space is S ×N, called state-time space.
Let ∅ 6= A ⊆ S and ∅ 6= B ⊆ N. Let Σ ∈ Par(A) (equivalently, we can consider
a σ-algebra on A (it is known that for any finite σ-algebra F there exists a
finite partition ∆ such that F = σ (∆), where σ (∆) is the σ-algebra generated
by ∆)). Frequently, when we only use a partition Σ of A, we omit to say this.
The three definitions below generalize Definitions 1.2, 1.3, and 1.4 from [6] ([6]
corresponds to Σ = ({i})i∈A), respectively.

Definition 1.2. Let i, j ∈ S. We say that i and j are in the same weakly
ergodic class on A×B (or on A×B with respect to Σ, or on (A×B,Σ) when
confusion can arise) if ∀K ∈ Σ, ∀m ∈ B we have

lim
n→∞

∑
k∈K

[(Pm,n)ik − (Pm,n)jk] = 0.

Write i
A×B∼ j (with respect to Σ) (or i

(A×B,Σ)∼ j) when i and j are in
the same weakly ergodic class on A×B. Then A×B∼ is an equivalence relation
and determines a partition ∆ = ∆ (A×B,Σ) = (C1, C2, . . . , Cs) of S. The
sets C1, C2, . . . , Cs are called weakly ergodic classes on A×B.

Definition 1.3. Let ∆ = (C1, C2, . . . , Cs) be the partition of weakly
ergodic classes on A× B of a Markov chain. We say that the chain is weakly
∆-ergodic on A × B. In particular, a weakly (S)-ergodic chain on A × B is
called weakly ergodic on A×B for short.

Definition 1.4. Let (C1, C2, . . . , Cs) be the partition of weakly ergodic
classes on A × B of a Markov chain with state space S and ∆ ∈ Par(S). We
say that the chain is weakly [∆]-ergodic on A×B if ∆ � (C1, C2, . . . , Cs) .

In connection with the above notions and notation we mention some
special cases (Σ ∈ Par(A)):

1. A × B = S ×N. In this case we can write ∼ instead of S×N∼ (or Σ∼
instead of

(S×N,Σ)∼ ) and can omit ‘on S ×N’ in Definitions 1.2, 1.3, and 1.4.

2. A = S. In this case we can write B∼ instead of S×B∼ (or
(B,Σ)∼ instead

of
(S×B,Σ)∼ ) and can replace ‘S × B’ by ‘(time set) B (with respect to Σ)’

(or by ‘(B,Σ)’) in Definitions 1.2, 1.3, and 1.4. A special subcase is B =

{m} (m ≥ 0); in this case we can write m∼ (or
(m,Σ)∼ ) and can replace ‘on (time

set) {m}’ by ‘at time m’ in Definitions 1.2, 1.3, and 1.4.

3. B = N. In this case we can set A∼ instead of A×N∼ (or
(A,Σ)∼ instead of

(A×N,Σ)∼ ) and can replace ‘A×N’ by ‘(state set) A (with respect to Σ)’ (or by
‘(A,Σ)’) in Definitions 1.2, 1.3, and 1.4.
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Proposition 1.5. Let Σ1,Σ2 ∈ Par (A) with Σ1 � Σ2.

(i) If i
(A×B,Σ1)∼ j, then i

(A×B,Σ2)∼ j.
(ii) If the Markov chain (Pn)n≥1 is weakly [∆]- or ∆-ergodic on (A×B,

Σ1), then it is weakly [∆]-ergodic on (A×B,Σ2).

Proof. Obvious. �

Remark 1.6. For Proposition 1.5 an important case is Σ1 = ({i})i∈A and
Σ2 = (A) . As to (ii) we show that weak ∆-ergodicity on (A×B,Σ1) does not
imply weak ∆-ergodicity on (A×B,Σ2) . For this, let

Pn = P =
(

0 1
1 0

)
, ∀n ≥ 1.

We take A = S = {1, 2}, Σ1 = ({1} , {2}) , and Σ2 = ({1, 2}) . Then (Pn)n≥1

is weakly ({1} , {2})-ergodic (A×B = S ×N) with respect to Σ1 and weakly
ergodic (∆ = (S) and A×B = S ×N) with respect to Σ2.

The three definitions below generalize Definitions 1.5, 1.6, and 1.7 from
[6], respectively.

Definition 1.7. Let i, j ∈ S. We say that i and j are in the same uniformly
weakly ergodic class on A×B (or on A×B with respect to Σ, or on (A×B,Σ)
when confusion can arise) if ∀K ∈ Σ we have

lim
n→∞

∑
k∈K

[(Pm,n)ik − (Pm,n)jk] = 0

uniformly with respect to m ∈ B.

Write i
u,A×B∼ j (with respect to Σ) (or i

u,(A×B,Σ)∼ j) when i and j are in

the same uniformly weakly ergodic class on A×B. Then
u,A×B∼ is an equivalence

relation and determines a partition ∆ = ∆ (A×B,Σ) = (U1, U2, . . . , Ut) of S.
The sets U1, U2, . . . , Ut are called uniformly weakly ergodic classes on A×B.

Definition 1.8. Let ∆ = (U1, U2, . . . , Ut) be the partition of uniformly
weakly ergodic classes on A×B of a Markov chain. We say that the chain is
uniformly weakly ∆-ergodic on A×B. In particular, a uniformly weakly (S)-
ergodic chain on A×B is called uniformly weakly ergodic on A×B for short.

Definition 1.9. Let (U1, U2, . . . , Ut) be the partition of uniformly weakly
ergodic classes on A × B of a Markov chain with state space S and ∆ ∈
Par(S). We say that the chain is uniformly weakly [∆]-ergodic on A × B if
∆ � (U1, U2, . . . , Ut) .

As for weak ∆-ergodicity we mention some special cases (Σ ∈ Par(A)):

1. A×B = S ×N. In this case we can write u∼ instead of
u,S×N∼ (or

u,Σ∼
instead of

u,(S×N,Σ)∼ ) and can omit ‘on S ×N’ in Definitions 1.7, 1.8, and 1.9.
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2. A = S. In this case we can write
u,B∼ instead of

u,S×B∼ (or
u,(B,Σ)∼ instead

of
u,(S×B,Σ)∼ ) and can replace ‘S ×B’ by ‘(time set) B (with respect to Σ)’ (or

by ‘(B,Σ)’) in Definitions 1.7, 1.8, and 1.9.

3. B = N. In this case we can write
u,A∼ instead of

u,A×N∼ (or
u,(A,Σ)∼ instead

of
u,(A×N,Σ)∼ ) and can replace ‘A×N’ by ‘(state set) A (with respect to Σ)’ (or

by ‘(A,Σ)’) in Definitions 1.7, 1.8, and 1.9.

Proposition 1.10. Let Σ1,Σ2 ∈ Par (A) with Σ1 � Σ2.

(i) If i
u,(A×B,Σ1)∼ j, then i

u,(A×B,Σ2)∼ j.
(ii) If the Markov chain (Pn)n≥1 is uniformly weakly [∆]- or ∆-ergodic

on (A×B,Σ1), then it is uniformly weakly [∆]-ergodic on (A×B,Σ2) .

Proof. Obvious. �

The result below generalizes Proposition 1.8 from [6].

Proposition 1.11. The following statements hold (here we only use a
partition Σ ∈ Par(A)).

(i) If i
u,A×B∼ j, then i

A×B∼ j.
(ii) If the chain is uniformly weakly [∆]- or ∆-ergodic on A×B, then it

is weakly [∆]-ergodic on A×B.

Proof. Obvious. �

If B is finite this result can be strengthened (the result below is a genera-
lization of Proposition 1.9 from [6]).

Proposition 1.12. Suppose that B is finite.
(i) i

u,A×B∼ j if and only if i
A×B∼ j.

(ii) The chain is uniformly weakly [∆]-ergodic on A×B if and only if it
is weakly [∆]-ergodic on A×B.

(iii) The chain is uniformly weakly ∆-ergodic on A×B if and only if it
is weakly ∆-ergodic on A×B.

Proof. Obvious. �

The above result implies that the case where B is finite is not important.
The two definitions below generalize Definitions 1.10 and 1.11 from [6],

respectively.

Definition 1.13. Let C be a weakly ergodic class on A×B. Let ∅ 6= A0 ⊆
A for which ∃K1,K2, . . . ,Kp ∈ Σ such that A0 =

p⋃
u=1

Ku. Let ∅ 6= B0 ⊆ B.

We say that C is a strongly ergodic class on A0 × B0 with respect to A × B
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(and Σ) if ∀i ∈ C, ∀K ∈ Σ with K ⊆ A0, ∀m ∈ B0 the limit

lim
n→∞

∑
j∈K

(Pm,n)ij := σm,K = σm,K (C)

exists and does not depend on i.

Definition 1.14. Let C be a uniformly weakly ergodic class on A × B.

Let ∅ 6= A0 ⊆ A for which ∃K1,K2, . . . ,Kp ∈ Σ such that A0 =
p⋃

u=1
Ku. Let

∅ 6= B0 ⊆ B. We say that C is a uniformly strongly ergodic class on A0 × B0

with respect to A×B (and Σ) if ∀i ∈ C, ∀K ∈ Σ with K ⊆ A0 the limit

lim
n→∞

∑
j∈K

(Pm,m+n)ij := σm,K = σm,K (C)

exists uniformly with respect to m ∈ B0 and does not depend on i.
In connection with the last two definitions we mention some special cases:
1. A × B = A0 × B0. In this case we can say that C is a strongly (re-

spectively, uniformly strongly) ergodic class on A × B. A special subcase is
A×B = A0×B0 = S×N and C = S when we can say that the Markov chain
itself is strongly (respectively, uniformly strongly) ergodic.

2. A = A0 = S. In this case we can say that C is a strongly (respectively,
uniformly strongly) ergodic class on (time set) B0 with respect to (time set)
B. If B = B0, then we can say that C is a strongly (respectively, uniformly
strongly) ergodic class on (time set) B. A special subcase of the case A =
A0 = S and B = B0 is B = B0 = {m} when we can say that C is a strongly
(respectively, uniformly strongly) ergodic class at time m.

3. B = B0 = N. In this case we can say that C is a strongly (respectively,
uniformly strongly) ergodic class on (state set) A0 with respect to (state set)
A. If A = A0, then we can say that C is a strongly (respectively, uniformly
strongly) ergodic class on (state set) A.

The result below generalizes Theorem 1.12 from [6].

Theorem 1.15. The following statements hold (we only use a partition
Σ ∈ Par(A)).

(i) If U is a uniformly strongly ergodic class on A0 ×B0 with respect to
A×B, then there exists a (unique) strongly ergodic class C on A0×B0 (with
respect to A0 ×B0) and Σ ∩A0 such that U ⊆ C.

(ii) If U is a uniformly strongly ergodic class on A×B, then there exists
a (unique) strongly ergodic class C on A×B such that U ⊆ C. Moreover, the
class C cannot include another uniformly strongly ergodic class on A×B. In
other words, a strongly ergodic class on A × B includes at most a uniformly
strongly ergodic class on A×B. If B is finite, then U = C.
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Proof. (i) As U is included in a uniformly weakly ergodic class on A0×B0,
there exists a weakly ergodic class C on A0×B0 (see Proposition 1.11(i)) such
that U ⊆ C. Obviously, C is unique since it belongs to a unique partition of
S. But because ∀K ∈ Σ with K ⊆ A0, ∀m ∈ B0, ∃i ∈ U such that the limit

lim
n→∞

∑
j∈K

(Pm,m+n)ij := σm,K

exists, we get that C is a strongly ergodic class on A0 ×B0.
(ii) The first half is as in (i) with the only difference that U is also a

uniformly weakly ergodic class on A × B. Further, suppose that there exists
another uniformly strongly ergodic class U1 on A × B such that U1 ⊆ C
(U ∩ U1 = ∅). Let i ∈ U and i1 ∈ U1. From∣∣∣∣ ∑

j∈K

(Pm,m+n)ij −
∑
j∈K

(Pm,m+n)i1j

∣∣∣∣ ≤ ∣∣∣∣ ∑
j∈K

(Pm,m+n)ij − σm,K

∣∣∣∣+
+

∣∣∣∣σm,K −
∑
j∈K

(Pm,m+n)i1j

∣∣∣∣, ∀K ∈ Σ, ∀m ∈ B, ∀n ≥ 1,

we get that i
u,A×B∼ i1. Hence there exists a uniformly strongly ergodic class

V on A × B such that U ∪ U1 ⊆ V , and we have reached a contradiction.
Obviously, we have U = C when B is finite because of Proposition 1.12(i). �

The two definitions below generalize Definitions 1.13 and 1.14 from [6],
respectively.

Definition 1.16. Consider a weakly (respectively, uniformly weakly) ∆-
ergodic chain on A×B (with respect to Σ). We say that the chain is strongly
(respectively, uniformly strongly) ∆-ergodic on A × B if any C ∈ ∆ is a
strongly (respectively, uniformly strongly) ergodic class on A×B. In particular,
a strongly (respectively, uniformly strongly) (S)-ergodic chain on A × B is
called strongly (respectively, uniformly strongly) ergodic on A×B for short.

Definition 1.17. Consider a weakly (respectively, uniformly weakly) [∆]-
ergodic chain on A × B. We say that the chain is strongly (respectively, uni-
formly strongly) [∆]-ergodic on A×B if any C ∈ ∆ is included in a strongly
(respectively, uniformly strongly) ergodic class on A×B.

Also, in these definitions we can simplify the language when referring to
A and B (and Σ). These are left to the reader.

Proposition 1.18. Let Σ1,Σ2 ∈ Par (A) with Σ1 � Σ2. If the chain
(Pn)n≥1 is strongly (respectively, uniformly strongly) [∆]- or ∆-ergodic on
(A×B,Σ1), then it is strongly (respectively, uniformly strongly) [∆]-ergodic
on (A×B,Σ2) .
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Proof. Obvious. �

Complete ∆-ergodic problem. It has a ‘weak-strong’ part and one ‘uni-
form weak-uniform strong’. The ‘weak-strong’ part refers to the determination
of all distinct partitions ∆ = ∆ (A×B,Σ) (∅ 6= A ⊆ S, Σ ∈ Par (A) , and
∅ 6= B ⊆ N) for which the chain is weakly ∆-ergodic on A× B (with respect
to Σ) and the determination, for any C belonging to these partitions, of the

largest, if any, A0 = A0 (C) ⊆ A with A0 =
p⋃

u=1
Ku, where K1,K2, . . . ,Kp ∈ Σ,

and B0 = B0 (C) ⊆ B for which it is strongly ergodic on A0×B0 with respect
to A×B (and Σ). The ‘uniform weak-uniform strong’ part refers to the deter-
mination of all distinct partitions ∆ = ∆ (A×B,Σ) for which the chain is uni-
formly weakly ∆-ergodic on A×B (with respect to Σ) and the determination,
for any U belonging to these partitions, of the largest, if any, A0 = A0 (U) ⊆ A

with A0 =
p⋃

u=1
Ku, where K1,K2, . . . ,Kp ∈ Σ, and B0 = B0 (U) ⊆ B for which

it is uniformly strongly ergodic on A0 ×B0 with respect to A×B (and Σ).
In connection with the above problem we mention the result below (it is

a generalization of the result from Remark 1.15 in [6]).

Proposition 1.19. Let ∅ 6= A1, A2 ⊆ S and ∅ 6= B1, B2 ⊆ N. Let Σ1 ∈
Par (A1) and Σ2 ∈ Par (A2) . If A1 ⊆ A2,Σ1 ⊆ Σ2, B1 ⊆ B2, and the chain
is weakly (respectively, uniformly weakly) ∆1-ergodic on (A1 ×B1,Σ1) and
weakly (respectively, uniformly weakly) [∆2]- or ∆2-ergodic on (A2 ×B2,Σ2) ,
then ∆2 � ∆1.

Proof. Obvious. �

2. LIMIT ∆-ERGODIC THEORY

In this section we deal with a generalization of the limit ∆-ergodic the-
ory from [6]. This generalization will be also called the limit ∆-ergodic the-
ory. Moreover, we shall indicate some connections between this and ∆-ergodic
theory.

We shall agree that when writing

lim
u→∞

lim
v→∞

au,v,

where au,v ∈ R, ∀u, v ∈ N with u ≥ u1, v ≥ v1 (u) , we assume that ∃u0 ≥ u1

such that
∃ lim

v→∞
au,v, ∀u ≥ u0.

As in Section 1, we consider ∅ 6= A ⊆ S and Σ ∈ Par(A). The three
definitions below generalize Definitions 2.1, 2.2, and 2.3 from [6], respectively.
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Definition 2.1. Let i, j ∈ S. We say that i and j are in the same limit
weakly ergodic class on A (or on A with respect to Σ, or on (A, Σ) when
confusion can arise) if ∀K ∈ Σ we have

lim
m→∞

lim
n→∞

∑
k∈K

[(Pm,n)ik − (Pm,n)jk] = 0.

Write i
l,A∼ j (with respect to Σ) (or i

l,(A,Σ)∼ j) when i and j are in

the same limit weakly ergodic class on A. Then
l,A∼ is an equivalence relation

and determines a partition ∆̄ = ∆̄ (A,Σ) = (L1, L2, . . . , Lu) of S. The sets
L1, L2, . . . , Lu are called limit weakly ergodic classes on A.

Definition 2.2. Let ∆̄ = (L1, L2, . . . , Lu) be the partition of limit weakly
ergodic classes on A. We say that the chain is limit weakly ∆̄-ergodic on A. In
particular, a limit weakly (S)-ergodic chain on A is called limit weakly ergodic
on A for short.

Definition 2.3. Let (L1, L2, . . . , Lu) be the partition of limit weakly er-
godic classes on A of a Markov chain with state space S and ∆̄ ∈ Par(S). We
say that the chain is limit weakly

[
∆̄

]
-ergodic on A if ∆̄ � (L1, L2, . . . , Lu) .

In the above definitions we have used ∆̄ only for differing from Section 1,
where we have used ∆. This section is called ‘Limit ∆-ergodic theory’, but
not ‘Limit ∆̄-ergodic theory’ since the former is simply a generic name.

If A = S then in the above definitions we can omit ‘on S’ and can write
l∼ instead of

l,S∼ (or
l,Σ∼ instead of

l,(S,Σ)∼ ).

Proposition 2.4. Let Σ1,Σ2 ∈ Par (A) with Σ1 � Σ2.

(i) If i
l,(A,Σ1)∼ j, then i

l,(A,Σ2)∼ j.
(ii) If the chain (Pn)n≥1 is limit weakly [∆]- or ∆-ergodic on (A,Σ1),

then it is limit weakly [∆]-ergodic on (A,Σ2) .

Proof. Obvious. �

The definition below generalizes Definition 2.5 from [6].

Definition 2.5. Let ∅ 6= A0 ⊆ A for which ∃K1,K2, . . . ,Kp ∈ Σ such that

A0 =
p⋃

k=1

Ku. Let L be a limit weakly ergodic class on A. We say that L is a

limit strongly ergodic class on A0 with respect to A (and Σ) if ∀i ∈ L, ∀K ∈ Σ
with K ⊆ A0 the limit

lim
m→∞

lim
n→∞

∑
j∈K

(Pm,n)ij := σK = σK(L)

exists and does not depend on i.
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For simplification, in the above definition we say that L is a limit strongly
ergodic class on A (with respect to Σ) when A = A0 and L is a limit strongly
ergodic class when A = A0 = S.

The two definitions below generalize Definitions 2.6 and 2.7 from [6],
respectively.

Definition 2.6. Let (Pn)n≥1 be a limit weakly ∆̄-ergodic Markov chain
on A. We say that the chain is limit strongly ∆̄-ergodic on A if any L ∈ ∆̄ is
a limit strongly ergodic class on A.

Definition 2.7. Let (Pn)n≥1 be a limit weakly
[
∆̄

]
-ergodic Markov chain

on A. We say that the chain is limit strongly
[
∆̄

]
-ergodic on A if any L ∈ ∆̄

is included in a limit strongly ergodic class on A.

In the last two definitions we can omit ‘on A’ if A = S.

Proposition 2.8. Let Σ1,Σ2 ∈ Par (A) with Σ1 � Σ2. If the chain
(Pn)n≥1 is limit strongly [∆]- or ∆-ergodic on (A,Σ1), then it is limit strongly
[∆]-ergodic on (A,Σ2) .

Proof. Obvious. �

Complete limit ∆-ergodic problem. This consists in the determination
of all distinct partitions ∆̄ = ∆̄ (A,Σ) (∅ 6= A ⊆ S, Σ ∈ Par(A)) for which
the chain is limit weakly ∆̄-ergodic on A and the determination, for any L
belonging to these partitions, of the largest, if any, A0 = A0 (L) ⊆ A with

A0 =
p⋃

k=1

Ku, where K1,K2, . . . ,Kp ∈ Σ, for which it is limit strongly ergodic

on A0 with respect to A. (We say ‘Complete limit ∆-ergodic problem’, but
not ‘Complete limit ∆̄-ergodic problem’ since the former is simply a generic
name.)

In connection with the above problem, we have the following result (it is
a generalization of the result from Remark 2.8 in [6]).

Proposition 2.9. Let ∅ 6= A1, A2 ⊆ S. Let Σ1 ∈ Par (A1) and Σ2 ∈
Par (A2) . If A1 ⊆ A2, Σ1 ⊆ Σ2, and the chain is limit weakly ∆̄1-ergodic on
(A1,Σ1) and limit weakly

[
∆̄2

]
- or ∆̄2-ergodic on (A2,Σ2) , then ∆̄2 � ∆̄1.

Proof. Obvious. �

We shall now indicate connections between ∆-ergodic theory and limit
∆-ergodic theory. We begin with the basic result (it is a generalization of
Theorem 2.9 from [6]).

Theorem 2.10. The following statements hold (we only use a partition
Σ ∈ Par(A)).
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(i) If i
A∼ j, then i

l,A∼ j.

(ii) If i
A×B∼ j, then i

l,A∼ j, if ∃m ≥ 0 such that B ⊇ {m,m + 1, . . .} (in
particular, if B = N we obtain (i)).

(iii) If the chain is weakly [∆]- or ∆-ergodic on A, then it is limit weakly
[∆]-ergodic on A.

(iv) If the chain is weakly [∆]- or ∆-ergodic on A × B, then it is limit
weakly [∆]-ergodic on A, if ∃m ≥ 0 such that B ⊇ {m,m + 1, . . .} (in partic-
ular, if B = N we obtain (iii)).

Proof. Obviously, (ii)⇒(i) and (iv)⇒(iii).
(ii) Obvious.
(iv) This follows from (ii). �

Remark 2.11. Theorem 2.10 does not provide a result similar to (iii) and
(iv) in the ‘strong’ case. For this, see Remark 2.10 from [6].

The following result (it is a generalization of Theorem 2.12 from [6]) is
a criterion of strong [∆]-ergodicity (respectively, ∆-ergodicity) when we know
that ∃ lim

n→∞

∑
j∈K

(Pm,n)ij , ∀i ∈ S, ∀K ∈ Σ, ∀m ∈ B.

Theorem 2.12. Consider a Markov chain (Pn)n≥1 . Then the chain is
strongly [∆]-ergodic (respectively, ∆-ergodic) on A×B if and only if

(i) it is weakly [∆]-ergodic (respectively, ∆-ergodic) on A×B,
and

(ii) ∃ lim
n→∞

∑
j∈K

(Pm,n)ij , ∀i ∈ S, ∀K ∈ Σ, ∀m ∈ B.

Proof. Obvious. �

In the theorem below (it is a generalization of Theorem 2.13 from [6])
we give a converse result related to Remark 2.11.

Theorem 2.13. Consider a Markov chain (Pn)n≥1 . If the chain is limit
strongly

[
∆̄

]
-ergodic (respectively, ∆̄-ergodic) on A (with respect to Σ), then

∀B ⊆ N with B ⊇ {m,m + 1, . . .} for some m ≥ 0, ∃∆ = ∆ (A×B,Σ) ∈
Par(S) with ∆ � ∆̄ such that it is strongly [∆]-ergodic (respectively, ∆-
ergodic) on A×B.

Proof. Obviously, for any A × B and Σ ∈ Par (A), ∃∆ ∈ Par(S) such
that the chain is weakly ∆-ergodic on A × B. As the chain is limit strongly[
∆̄

]
-ergodic (respectively, ∆̄-ergodic) on A, it is limit weakly

[
∆̄

]
-ergodic (re-

spectively, ∆̄-ergodic) on A and ∃ lim
m→∞

lim
n→∞

∑
j∈K

(Pm,n)ij , ∀i ∈ S, ∀K ∈ Σ.

In the limit weakly
[
∆̄

]
-ergodic case, if ∆ � ∆̄, it is easy to modify ∆ such

that ∆ � ∆̄ while in the limit weakly ∆̄-ergodic case, by Theorem 2.10, we
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have ∆ � ∆̄. From ∃ lim
n→∞

∑
j∈K

(Pm,n)ij , ∀i ∈ S, ∀K ∈ Σ, ∀m ≥ m0 (∃m0

(m0 ≥ 0) because the chain is finite (see Definitions 2.5, 2.6, and 2.7)), we
have ∃ lim

n→∞

∑
j∈K

(Pm,n)ij , ∀i ∈ S, ∀K ∈ Σ, ∀m ≥ 0. Now, the result follows

from Theorem 2.12. �

The three results below generalize Theorems 2.14, 2.15, and 2.16 from
[6], respectively.

The first one can be used to show that a chain is weakly ∆-ergodic on
A×B when we know that it is weakly [∆]-ergodic on A×B.

Theorem 2.14. Consider a Markov chain (Pn)n≥1, m ≥ 0, and B ⊇
{m,m + 1, . . .} . If the chain is

(i) weakly [∆]-ergodic on A×B,
and

(ii) limit weakly ∆-ergodic on A,
then it is weakly ∆-ergodic on A×B.

Proof. Let ∆′ ∈ Par(S) such that the chain is weakly ∆′-ergodic on
A × B. Then, from (i) and (ii) we have ∆ � ∆′ and ∆′ � ∆, respectively.
Consequently, ∆′ = ∆. �

The second one is a criterion of strong ∆-ergodicity.

Theorem 2.15. Consider a Markov chain (Pn)n≥1, m ≥ 0, and B ⊇
{m,m + 1, . . .} . If the chain is

(i) weakly [∆]-ergodic on A×B,
and

(ii) limit strongly ∆-ergodic on A,
then it is strongly ∆-ergodic on A×B.

Proof. From (ii), by Theorem 2.13, ∃∆′ ∈ Par(S) with ∆′ � ∆ such
that the chain is strongly ∆′-ergodic on A × B. It follows that it is weakly
∆′-ergodic on A×B. By (i), we have ∆ � ∆′. Further, by ∆′ � ∆ and ∆ � ∆′,
we have ∆′ = ∆, i.e., the chain is strongly ∆-ergodic on A×B. �

The third one is a criterion of strong ∆-ergodicity when we know that
a chain is strongly ∆′-ergodic on A× B, where B ⊇ {m,m + 1, . . .} for some
m ≥ 0, but we do not know ∆′.

Theorem 2.16. Consider a Markov chain (Pn)n≥1, m ≥ 0, and B ⊇
{m,m + 1, . . .} . If the chain is

(i) weakly [∆]-ergodic on A×B,
(ii) limit weakly ∆-ergodic on A,

and
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(iii) strongly ∆′-ergodic on A×B,
then it is strongly ∆-ergodic on A×B.

Proof. We have ∆ � ∆′ from (i) and (iii) and ∆′ � ∆ from (ii) and (iii).
It follows that ∆′ = ∆. �

For the generalization of other results from [6], a way is set forth below.
We call it the reduced matrix method.

Let E = (Eij) be a real m × n matrix. Let ∅ 6= U ⊆ {1, 2, . . . ,m},
∅ 6= V ⊆ {1, 2, . . . , n}, and Σ = (K1,K2, . . . ,Kp) ∈ Par (V ) . Define

EU = (Eij)i∈U, j∈{1,2,...,n} , EV = (Eij)i∈{1,2,...,m}, j∈V , EV
U = (Eij)i∈U, j∈V ,

Z = (Zij)i∈{1,2,...,|V |}, j∈{1,2,...,p} , Z
{y}
Kx

=




1
1
...
1

 if y = x,

0 if y 6= x,

∀x, y ∈ {1, 2, . . . , p} ,

|‖E‖|∞ = max
1≤i≤m

n∑
j=1

|Eij |

(the ∞-norm of E), and

E+ =
(
E+

ij

)
, E+

ij =
∑

k∈Kj

Eik, ∀i ∈ {1, 2, . . . ,m} , ∀j ∈ {1, 2, . . . , p} .

We call E+ =
(
E+

ij

)
the reduced matrix of E (on (V,Σ); E+ = E+ (V,Σ) ,

i.e., it depends of (V,Σ) (if confusion can arise we write E+V or E+(V,Σ) instead
of E+)).

The operators (·)U , (·)V , (·)V
U , (·)+, and |‖ · ‖|∞ have the following basic

properties.

Proposition 2.17. Let E be a real m × n matrix and F and G two
real n × p matrices. Let ∅ 6= U ⊆ {1, 2, . . . ,m}, ∅ 6= V ⊆ {1, 2, . . . , p}, and
Σ = (K1,K2, . . . ,Kq) ∈ Par (V ) . Then the following statements hold.

(i) (EF )U = EUF , (EF )V = EF V , and (EF )V
U = EUF V .

(ii) If E,F ≥ 0, U and V are as above, and ∅ 6= W ⊆ {1, 2, . . . , n}, then

(EF )U ≥ EW
U FW , (EF )V ≥ EW F V

W , and (EF )V
U ≥ EW

U F V
W .

(iii) F+ = F V Z.
(iv) (−F )+ = −F+and (F + G)+ = F+ + G+.
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(v) (EF )+ = EF+.
(vi) |‖F+‖|∞ ≤

∣∣∥∥F V
∥∥∣∣
∞ ≤ |‖F‖|∞ and |‖F+‖|∞ =

∣∣∥∥F V
∥∥∣∣
∞ if F ≥ 0.

Proof. (i) Obvious.
(ii) By (i) we have

(EF )U = EUF ≥ EW
U FW , (EF )V = EF V ≥ EW F V

W ,

and
(EF )V

U = EUF V ≥ EW
U F V

W .

(iii) Obvious.
(iv) By (iii) we have

(−F )+ = (−F )V Z = −F V Z = −F+

and

(F + G)+ = (F + G)V Z =
(
F V + GV

)
Z = F V Z + GV Z = F+ + G+.

(v) By (i) and (iii) we have

(EF )+ = (EF )V Z = EF V Z = EF+.

(vi) By (iii) we have∣∣∥∥F+
∥∥∣∣
∞ =

∣∣∥∥F V Z
∥∥∣∣
∞ ≤

∣∣∥∥F V
∥∥∣∣
∞ |‖Z‖|∞ =

∣∣∥∥F V
∥∥∣∣
∞ ≤ |‖F‖|∞ .

Now, if F ≥ 0 then we have

|‖F+‖|∞ = max
1≤i≤n

q∑
j=1

(F+)ij = max
1≤i≤n

q∑
j=1

(F V Z)ij = max
1≤i≤n

q∑
j=1

|V |∑
k=1

(F V )ikZkj =

= max
1≤i≤n

|V |∑
k=1

(
F V

)
ik

q∑
j=1

Zkj = max
1≤i≤n

|V |∑
k=1

(
F V

)
ik

=
∣∣∥∥F V

∥∥∣∣
∞ . �

Theorem 2.18. Consider a Markov chain (Pn)n≥1 .

(i) ∃∆ ∈ Par(S) such that the chain is strongly [∆]- or ∆-ergodic on
A×B if and only if ∃ lim

n→∞
(Pm,n)+ := Πm, ∀m ∈ B.

(ii) ∃∆ ∈ Par(S) such that the chain is limit strongly [∆]- or ∆-ergodic
on A if and only if ∃ lim

m→∞
lim

n→∞
(Pm,n)+ := Π.

Proof. Obvious. �

Definition 2.19. Under the conditions of Theorem 2.18 we say that a
strongly [∆]- or ∆-ergodic Markov chain on A × B has limit Λ if Πm = Λ,
∀m ∈ B. We say that Π from Theorem 2.18 is the (iterated) limit of limit
strongly [∆]- or ∆-ergodic Markov chain on A.
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The result below generalizes Theorem 2.6 from [8] (see also Theorem 2.27
from [6]).

Theorem 2.20. Consider a Markov chain (Pn)n≥1. Then the chain is
strongly ergodic on A with limit Π if and only if it is limit strongly ergodic on
A with limit Π.

Proof. “⇒” If the chain is strongly ergodic on A with limit Π then, by
Theorem 2.18, lim

n→∞
(Pm,n)+ = Π, ∀m ≥ 0 (Σ ∈ Par (A)). It follows that

lim
m→∞

lim
n→∞

(Pm,n)+ = Π, i.e., the chain is limit strongly ergodic on A with
limit Π.

“⇐” If the chain is limit strongly ergodic on A with limit Π then, by
Theorem 2.18, ∃m0 ≥ 0 such that ∃ lim

n→∞
(Pm,n)+, ∀m ≥ m0, and

lim
m→∞

lim
n→∞

(Pm,n)+ = Π.

Further, by Proposition 2.17(v), ∃ lim
n→∞

(Pm,n)+, ∀m ≥ 0. Now, we show that

lim
n→∞

(Pm,n)+ = Π, ∀m ≥ 0. Setting Qm = lim
n→∞

(Pm,n)+, ∀m ≥ 0, we have∣∣∥∥(Pm,n)+ −Π
∥∥∣∣
∞ =

∣∣∥∥Pm,k (Pk,n)+ − Pm,kΠ
∥∥∣∣
∞ ≤

≤ |‖Pm,k‖|∞
∣∣∥∥(Pk,n)+ −Π

∥∥∣∣
∞ =

∣∣∥∥(Pk,n)+ −Π
∥∥∣∣
∞ ≤

≤
∣∣∥∥(Pk,n)+ −Qk

∥∥∣∣
∞ + |‖Qk −Π‖|∞ , ∀k, m, n, 0 ≤ m < k < n,

which implies

lim sup
n→∞

∣∣∥∥(Pm,n)+ −Π
∥∥∣∣
∞ ≤ |‖Qk −Π‖|∞ , ∀k, m, 0 ≤ m < k.

Since lim
m→∞

Qm = Π, we have

lim sup
n→∞

∣∣∥∥(Pm,n)+ −Π
∥∥∣∣
∞ ≤ inf

k>m
|‖Qk −Π‖|∞ = 0, ∀m ≥ 0.

Therefore, lim
n→∞

(Pm,n)+ = Π, ∀m ≥ 0, i.e., the chain is strongly ergodic
on A. �

Proposition 2.21. Let (Pn)n≥1 and (P ′
n)n≥1 be two Markov chains.

Then ∣∣∥∥(Pm,n)+ − (P ′
m,n)+

∥∥∣∣
∞ ≤

≤
∣∣∥∥Pm,n − P ′

m,n

∥∥∣∣
∞ ≤

n−m∑
u=1

∣∣∥∥Pm+u − P ′
m+u

∥∥∣∣
∞ , ∀m,n, 0 ≤ m < n.

Proof. The first inequality follows from Proposition 2.17 (iv) and (vi)
while the second one follows directly by induction (see also Proposition 3.11
from [6]). �
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Definition 2.22 ([7]). Let (Pn)n≥1 and (P ′
n)n≥1 be two Markov chains.

We say that (P ′
n)n≥1 is a perturbation of the first type of (Pn)n≥1 if∑

n≥1

∣∣∥∥Pn − P ′
n

∥∥∣∣
∞ < ∞.

The result below generalizes Theorem 1.43 from [7]. (In fact, Theo-
rem 1.43 (with a different proof) is due to J. Hajnal (see [1]).)

Theorem 2.23. Let (Pn)n≥1 be a Markov chain and (P ′
n)n≥1 a pertur-

bation of the first type of it. Then ∃∆ ∈Par(S) such that (Pn)n≥1 is strongly
∆-ergodic on A if and only if ∃∆′ ∈ Par(S) such that (P ′

n)n≥1 is strongly
∆′-ergodic on A.

Proof. By symmetry, it is sufficient to suppose that (Pn)n≥1 is strongly
∆-ergodic on A and prove that ∃∆′ ∈ Par(S) such that (P ′

n)n≥1 is strongly
∆′-ergodic on A.

First, we show that
(
(P ′

m,n)+
)
n>m

is a Cauchy sequence, ∀m ≥ 0. Let
m ≥ 0. We have∣∣∥∥(P ′

m,n)+ − (P ′
m,n+p)

+
∥∥∣∣
∞ =

∣∣∥∥P ′
m,t(P

′
t,n)+ − P ′

m,t(P
′
t,n+p)

+
∥∥∣∣
∞ ≤

≤
∣∣∥∥P ′

m,t

∥∥∣∣
∞

∣∣∥∥(P ′
t,n)+ − (P ′

t,n+p)
+
∥∥∣∣
∞ =

∣∣∥∥(P ′
t,n)+ − (P ′

t,n+p)
+
∥∥∣∣
∞ ≤

≤
∣∣∥∥(P ′

t,n)+ − (Pt,n)+
∥∥∣∣
∞ +

∣∣∥∥(Pt,n)+ − (Pt,n+p)+
∥∥∣∣
∞+

+
∣∣∥∥(Pt,n+p)+ − (P ′

t,n+p)
+
∥∥∣∣
∞ ≤

≤ 2
∑

k≥t+1

∣∣∥∥Pk−P ′
k

∥∥∣∣
∞+

∣∣∥∥(Pt,n)+−(Pt,n+p)
+
∥∥∣∣
∞ , ∀n, t, m < t < n, ∀p ≥ 0.

Let ε > 0. Then ∃tε > m such that

2
∑

k≥t+1

∣∣∥∥Pk − P ′
k

∥∥∣∣
∞ <

ε

2
, ∀t ≥ tε.

Because
(
(Pu,v)

+)
v>u

is convergent, ∀u ≥ 0 (see Theorem 2.18(i)), it is a
Cauchy sequence, ∀u ≥ 0. Hence ∃nε > tε such that∣∣∥∥(Ptε,n)+ − (Ptε,n+p)

+
∥∥∣∣
∞ <

ε

2
, ∀n ≥ nε, ∀p ≥ 0.

Further, it follows that ∃nε > m such that∣∣∥∥(P ′
m,n)+ − (P ′

m,n+p)
+
∥∥∣∣
∞ <

ε

2
+

ε

2
= ε, ∀n ≥ nε, ∀p ≥ 0

(this is equivalent to lim
n→∞

(
(P ′

m,n)+ − (P ′
m,n+p)

+
)

= 0 uniformly with respect

to p ≥ 0), i.e.,
(
(P ′

m,n)+
)
n>m

is a Cauchy sequence, therefore is convergent.
Now, by Theorem 2.18(i), ∃∆′ ∈ Par (S) such that the chain (P ′

n)n≥1 is
strongly ∆′-ergodic on A. �
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The result below generalizes Theorem 1.28 from [7].

Theorem 2.24. Let (Pn)n≥1 be a strongly ∆-ergodic Markov chain on
A and (P ′

n)n≥1 a perturbation of the first type of it.
(i) (Pn)n≥1 is limit weakly ∆̄-ergodic on A if and only if (P ′

n)n≥1 is limit
weakly ∆̄-ergodic on A.

(ii) lim
m→∞

lim
n→∞

(Pm,n)+ = Π if and only if lim
m→∞

lim
n→∞

(
P ′

m,n

)+ = Π.

(iii) (Pn)n≥1 is limit strongly ∆̄-ergodic on A with (iterated) limit Π if
and only if (P ′

n)n≥1 is limit strongly ∆̄-ergodic on A with (iterated) limit Π.

Proof. (i) Let i, j ∈ S. Then the conclusion is equivalent to i
l,A∼ j for

(Pn)n≥1 if and only if i
l,A∼ j for (P ′

n)n≥1. By symmetry, it is sufficient to prove

that i
l,A∼ j for (P ′

n)n≥1 when i
l,A∼ j for (Pn)n≥1 . By Proposition 2.21 we have

lim
m→∞

lim sup
n→∞

∣∣∥∥(Pm,n)+ − (P ′
m,n)+

∥∥∣∣
∞ = 0.

(In [7] we proved that ∃ lim
n→∞

∣∣∥∥Pm,n − P ′
m,n

∥∥∣∣
∞, ∀m ≥ 0; the problem whether

∃ lim
n→∞

∣∣∥∥(Pm,n)+ − (P ′
m,n)+

∥∥∣∣
∞, ∀m ≥ 0, is left to the reader.)

Now, from∣∣∣∣ ∑
k∈K

[
(P ′

m,n)ik − (P ′
m,n)jk

] ∣∣∣∣ ≤ ∣∣∣∣ ∑
k∈K

[
(P ′

m,n)ik − (Pm,n)ik

] ∣∣∣∣+
+

∣∣∣∣ ∑
k∈K

[
(Pm,n)ik − (Pm,n)jk

] ∣∣∣∣ +
∣∣∣∣ ∑

k∈K

[
(Pm,n)jk − (P ′

m,n)jk

] ∣∣∣∣ ≤
≤

∣∣∣∣ ∑
k∈K

[(Pm,n)ik − (Pm,n)jk]
∣∣∣∣+

+2
∣∣∥∥(Pm,n)+ − (P ′

m,n)+
∥∥∣∣
∞ , ∀m, n, 0 ≤ m < n, ∀K ∈ Σ,

we have

lim
m→∞

lim
n→∞

∑
k∈K

[
(P ′

m,n)ik − (P ′
m,n)jk

]
= 0, ∀K ∈ Σ

(∃ lim
n→∞

∑
k∈K

[
(P ′

m,n)ik − (P ′
m,n)jk

]
, ∀m ≥ m0 (m0 ≥ 0), ∀K ∈ Σ, because of

the hypothesis and Theorem 2.23), i.e., i
l,A∼ j for (P ′

n)n≥1.
(ii) By symmetry, it is sufficient to prove that lim

m→∞
lim

n→∞
(P ′

m,n)+ = Π

when lim
m→∞

lim
n→∞

(Pm,n)+ = Π (∃ lim
n→∞

(P ′
m,n)+, ∀m ≥ m0 (m0 ≥ 0), because of
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the hypothesis and Theorem 2.23). Obviously, this follows from∣∣∥∥(P ′
m,n)+ −Π

∥∥∣∣
∞ ≤

∣∣∥∥(P ′
m,n)+ − (Pm,n)+

∥∥∣∣
∞+

+
∣∣∥∥(Pm,n)+ −Π

∥∥∣∣
∞ , ∀m,n, 0 ≤ m < n.

(iii) This follows from (i) and (ii) (see also Theorem 2.18 and Defini-
tion 2.19). �

Finally, we give an example.

Example 2.25. Let

Pn =


0 1 0 0
1 0 0 0
0 0 1 0
1
4

2
4

1
4 0

 := P, ∀n ≥ 1.

Let Σ1 = ({i})i∈{1,2,3,4} and Σ2 = ({1, 2} , {3} , {4}) (Σ1,Σ2 ∈ Par ({1, 2, 3, 4})).
Because

Pn =
{

P if n is odd
P 2 if n is even,

where

P 2 =


1 0 0 0
0 1 0 0
0 0 1 0
2
4

1
4

1
4 0

 ,

the chain (Pn)n≥1 is weakly ({i})i∈{1,2,3,4}-ergodic and is not strongly
({i})i∈{1,2,3,4}-ergodic with respect to Σ1 (A×B = {1, 2, 3, 4}×N) and strongly
({1, 2} , {3} , {4})-ergodic with respect to Σ2.

Now, consider the chain

P ′
n =



1
n2 1− 1

n2 0 0

1− 1
n2 0 0 1

n2

0 1
2n2 1− 1

n2
1

2n2

1
4 −

1
4n2

2
4 −

1
4n2

1
4 −

1
4n2

3
4n2

 , ∀n ≥ 1.

The chain (P ′
n)n≥1 is a perturbation of the first type of (Pn)n≥1 . It follows

from Theorem 2.23 that ∃∆′ ∈ Par ({1, 2, 3, 4}) such that (P ′
n)n≥1 is strongly

∆′-ergodic with respect to Σ2 because (Pn)n≥1 is strongly ({1, 2} , {3} , {4})-
ergodic with respect to Σ2. In particular, this implies that ∃ lim

n→∞

∑
k∈K

(
P ′

m,n

)
ik

,
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∀i ∈ {1, 2, 3, 4}, ∀K ∈ Σ2. Hence ∃ lim
n→∞

P (X ′
n ∈ K), ∀K ∈ Σ2, where (X ′

n)n≥0

is a chain with state space {1, 2, 3, 4} and transition matrices (P ′
n)n≥1. Fur-

ther, by Theorem 2.24, (P ′
n)n≥1 is limit strongly ({1, 2} , {3} , {4})-ergodic with

respect to Σ2 and has (iterated) limit

Π =


1 0 0
1 0 0
0 1 0
3
4

1
4 0

 ,

because (Pn)n≥1 is limit strongly ({1, 2} , {3} , {4})-ergodic with respect to Σ2

and has limit Π above.
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