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A remark concerning the failure time of the Adrian game 

1. The martingale rule

In simple words the martingale rule is: if you lose, double the wager!

Mathematically, a fair game is a sequence of i.i.d. random variables (((t))t ( 1 given by a coin tossing; i.e. these random variables are independent and their distribution is 
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. You may gain $1 or lose $1 with the same probability .5 . That is fair.

Now suppose that you play more games and after you lose you double the wager: instead of putting $1 into the game you put $2, $4, and so on. 

Does that remain a fair game?

First we have to translate the new process in mathematical language.

Let X(t) denote the gain of the player after t games. Meaning the amount of money gained after t games. The number may be negative, too; a negative gain means a loss.

Firstly, X(1) = (1. The first wager x1 = 1.

If (1 = 1, we play another game with the same wager. 

If (1 = -1 we lost the first game; so we double the wager.

Meaning that the wager x2 is equal to 
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 ($1 if we won, $2 if we lost)

This recurrence holds in general : the wager xt is given by

(1.1) xt+1 = 
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And the balance is given by

(1.2) X(t+1) = X(t) + xt+1(t+1 . 

The sequence (X(t)) t is an example of martingale. In mathematics a martingale is a fair game: E(X(t+1)(X(1),…,X(t)) = X(t) + E(xt+1(t+1((1,…,(t) = X(t) + xt+1E((t+1) = X(t) .

 The meaning is that the conditioned expectation of the gain at the moment t+1 given the passed history is X(t). By the history of the process one understands the (-algebras Ft generated by the random variables (1,…,(t , but these are technicalities.

If one looks arefully at (1.1) one can see that 

xt+1 = 
[image: image4.wmf]}

1

{

}

1

{

1

}

1

{

}

1

{

1

)

1

2

1

(

2

1

1

1

-

=

x

-

=

x

-

=

x

=

x

-

-

+

+

t

t

t

t

t

x

=
[image: image5.wmf]...

1

2

1

2

1

}

1

,

1

,

1

{

2

}

1

,

1

{

1

}

1

{

1

2

1

+

+

+

-

=

x

-

=

x

=

x

-

=

x

=

x

=

x

-

-

-

t

t

t

t

t

t


In other words the wagers are of the form

(1.3) xt+1 = 2((t)
where (((t))t is a sequence of random variables satisfying the recurrence

(1.4) ((t) = (((t-1)+1)
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In words ((t) counts how many successive losses were registered until the moment t. ((t) = 0 ( (t = 1, ((t) = 1 ( (t=-1, (t-1 = 1, ((t) = 2 ( (t= -1, (t-1 = -1, (t-2 = 1, …, ((t) = t ( (t= -1, (t-1 = -1, (t-2 = -1, …,(1

= -1. 

The distribution of ((t) is a truncated geometric
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So we can write (1.2) as 

(1.5) X(t+1) = X(t) + 2((t) (t+1 . 

As far as I know, the distribution of X(t) is unknown. Here is the distribution of the first 5 random variables X(t): 

X(2) ( 
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; X(3) ( 
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X(4) ( 
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X(5) ( 
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One can remark that, for t = 2,3,4,5, the probability to lose  P(X(t) < 0) = ¼ . Meaning that, although the game is fair in expectation, it is favorable to player in terms of lose-probability.  An approachable problem seems to be to estimate P(X(t) < 0) for great t.

A characteristic of the martingale rule is that after each win the player adds a wager to his initial capital. 

What I want to say is the following thing: suppose, for instance that t = 10 and the history of the game – the sequence of heads and tails – was ((t)1 ( t ( 10 = ( –1,-1,1,1,-1,1,1,-1,-1,1). The successive gains of the player were ((-1,-2,4),1,(-1,2),1,(-1,-2,4)) . The total gain is 1 + 1 + 1 + 1 + 1 =  5. 

In general, after k successes, the gain at the moment of the last success is k.  In general, let N(t) be the random variable given by N(t) = #{j ( t ( (j = 1} and ((t) be the counter defined at (1.4).Then

(1.6) X(t) = N(t) – (2((t) – 1)

The formula (1.6) points out why no gambling house  can accept the martingale rule. As t ( (, N(t) ( ( almost surely . Consequently, there is a subsequence tn such that X(tn) ( (. Meaning that sooner or later the gambling house will end into bankrupcy.

2. The martingale rule modified by Adrian

As far as I understood, you suggest a slight change of the martingale rule : after each success, change the wager. 

At the beginning, the gambler has the capital C. The rule is: wager is a fixed  proportion p  from the capital: x =pC . Here 0 < p < 1.

So X(0) = C. X(1) = C(1+p) if the gambler won and C(1-p) if he lost the first game. 

Let us consider the random variable ((t) counting the number of successive losses until the moment t, defined at (1.4). One can see that the wager x(t) prepared for the t+1’th game has now the form

(2.1) x(t+1) = 2((t)pX(t-((t))

Indeed, (2.1) says that if you won the last game (meaning that ((t)=0) then the wager prepared for the next game should be pX(t); if you lost the last game but won the precedent one (meaning that ((t) = 1) then , according to the martingale rule you have doubled the last “normal” wager, so the wager sould be 2pX(t-1) and so on. 

The recurrence given the capital of the gambler is 

(2.2) X(t+1) = X(t ) + 2((t)pX(t-((t)) (t+ 1
Proving that in this case X is a martingale, too. Indeed, E(2((t)pX(t-((t)) (t+ 1(Ft) = 2((t)pX(t-((t))E( (t+ 1(Ft) = 0. 

The martingale rule ensures us that after each win, the new capital is the old one multiplied by the number (1+p). The analog of (1.6) becomes

(2.3) X(t) = C(1+p)N(t)(1 – (2((t) – 1)p) 

To understand the formula (2.3) , let us look at an example.

Suppose that t = 8 and the history was –1,-1,-1,1,-1,1,-1,-1. So N(t) = 2 (two successes)  and ((t) = 2 The capital of the gambler will be X(8) = C(1 + p)2(1-3p).

This rule is even worse for the gambling house. As t ( ( , then N(t) ( ( (a.s.) so there exist a subsequence tn (precisely the success moments) such that X(tn) = C(1 + p)n ( (. 

The bankrupcy time comes even faster than according to the first rule: do NOT change the wager. 


A way of asking for trouble is to be generous. That is what you do, Adrian?


Let say that a gambling house is c - generous if it guarantees that no gambler is allowed to successively lose more than c games. 


This time the game is not a martingale. The coin tossings are NOT independent. I mean that if ((t) = c then (t+1 = 1. The success is sure. Now the game is a submartingale – a game favourale in the expectation to the gambler. 

After at most c games he will have a new capital of $ C(1 + p) ; after another at most c games he will have C(1 + p)2 and so on. With a clever chosen wager (see in the sequel) the gambler cannot lose. 

3. Describing of the real game

In the real game there are some complications. There are N players, they do the martingale maximum c times, after that they win, and the wager is modified, not constant, as before.

Let N and c be positive integers, N(2. Let also I = {1,2,…,N}.

There are N players playing the following game:

The player no. j has the initial capital aj . This happens at t = 0. Let a = (aj)1(j(N . Let also S = a1 + a2 +…+ aN . 

Let X(t) =(Xj(t))1(j(N be the vector describing the capital of the players after t games. 

Thus X(0) = a.

Thus Xj(t) means the capital of the player no. j (denoted by Aj) after t games (here t is a positive integer). 

3.1.
The initial wager, the martingale rule

The main restriction is that any player has the right to lose only maximum c times successively. After that he must win. That’s why the player Aj puts in game a wager xj(t) computed in such a way such that he can lose c games. 

The second restriction is that the wagers change according to  the martingale rule: after a loss, the wager is doubled. When at last Aj winns, his capital will be Xj(t) + xj(t) where t is the first moment when Aj started to lose. 

Example. Suppose that t = 5 and that the wager is $1. (Thus xj(5) = $1). Suppose that Aj loses 4 times; after that, he wins. So his gain is –1 (the first loss) – 2( the second one) – 4(the third one)  - 8 (the fourth and last one) + 16 (now he wins!) = 16 – 15 = $1.

Now we explain how we compute the initial wagers.

Recall that we allow c successive losses. After each loss, the player should keep enough money in order to double the wager (to do the martingale). 

Suppose that the wager is x and the capital is X. Then his loss after c successive failures will be x(1 + 2 + …+ 2c-1) = x(2c – 1) . He must keep a reserve of 2cx in order to do the martingale. So we want that x(2c-1) + 2cx = x(2c+1 – 1) ( X . To get the maximum gain after that, it means that the wager should be

(3.1) x = pX with p = 
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So, at the start of the game, the wagers xj(0) are equal to pXj(0) = paj. 

3.2. The first game. Where comes the money from?


Choose randomly a set J = J(0) from the set I = {1,2,…,N} . What is that “randomly” will be discussed in the sequel. Let W(0) = 
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and L(0) =  
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. If W(0) ( L(0) then we decide that all the players Aj , j ( J won and the players Aj , j ( J lost. The gains of the players from the set J come from the losses of the players from the set Jc . However, if W(0) > L(0), that is not possible, and we change the rule: decide that the players Aj , j ( J won and the players Aj , j ( J lost. 

That’s why if W(0) > J(0) we shall replace J with Jc = I \ J. The game can proceed further.

As a result of the first game, the new capitals – the vector X(1) – becomes

(3.2)
Xj(1) = 
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What happens next?


The players who won put into game a new wager xj(1) = pXj(1) = p(1+p)aj .


The players who lost do the martingale: their new wager is xj(1) = 2xj(0) = 2paj .


The game continues. Another set J(1) is randomly extracted from I and the game continues with the new wagers. 


The difficulty is that we must take care that the excessive losers (those who have lost the last c games) must win now.

3.3.The priorities

So far we have two random vectors: X(t) (meaning the capitals of the players at the moment t) and x(t) (meaning the wagers prepared for the game no. t+1. 


In order to respect the promise done to the players we introduce the random vectors ((t) = ((j(t))1(j(n counting the number of successive losses of the player j. And if (j(t) = c we guarantee that the player Aj will win next time: he will be selected in the winners’ set J(t+1).


The bankrupcy will come when we shall not be able to construct the winner set.

4.
Bankrupcy is sure


Let T be the bankrupcy time.

Theorem. Suppose that a1 ( a2 ( …( an . Then 

(4.1)
T ( c
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Proof. Let S = a1 + a2 +…+ aN . It is obvious that if Xj(t) > S the gambling house is in trouble: it cannot pay the player j. Recall that S is the total amount of money and that the gambling house doesn’t want to pay a dime from its own money. 

After k successes the capital of the player Aj is aj(1+ p)k . The bad thing happens if aj(1+ p)k > S , or k > 
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. In the most optimistic scenario player j has k successes after T = ck games. So T ( c
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 .That holds for every j. So T ( c(min{
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If a1 = a2 = … = an , then (4.1) becomes

(4.2) T ( c 
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For great c (for instance c  ( 10) the approximation ln(1+ x) ( x is good. So at equal wagers and c ( 10 we get

(4.3) T ( c(2c+1 – 1)ln n 

For 3 players and c = 10 this estimation gives , at equal wagers, T ( 21000

We must not forget that Of course this is a hyper-optimistic scenario. The bankrupcy comes much faster. 

I shall look for a hyper-pessimistic scenario, in order to have both lower and upper estimations of T.

Best regards

G. Zbaganu
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